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Outline
• Direct Method


• Gaussian elimination and LU decomposition


• Cholesky decomposition


• Iterative Method


• Basic stationary methods


• Smooth mulitgrid Solver


• Krylov subspace methods



Problem
• Solve Linear Equation



Gaussian elimination and 
LU decomposition



Gaussian elimination and 
LU decomposition



Cholesky decomposition
• special method for symmetric positive definiteness matrix



Cholesky decomposition



Analysis of an Electrical 
Network  

Kirchhoff's circuit laws



1D Smooth filter

• minimize the following objective



1D Smooth filter
• minimize the following objective


• calculate the gradient



1D Smooth filter

O(n) by using Gaussian Elimination



Nonzero structure and 
sparsity pattern

• Narrow-banded matrices


• tridiagonal matrices O(n) for Gaussian Elimination



nonzero structure and 
sparsity pattern

• the discrete two-dimensional Laplacian arising from discretization of the Poisson equation on 
a uniform mesh on a square domain


• The matrix has approximately 5n nonzero entries


•  but the Cholesky factor contains about O(n*sqrt(n))


• the decomposition is O(n^2) floating-point operations



Basic stationary methods



Jacobi Method



Gauss–Seidel Method



Basic stationary methods
• Jacobi Method: Highly Parallelizable


• Gauss–Seidel Method: Faster Convergence Speed


• In some cases(eg. processing Images),  Gauss–Seidel 
Method is also highly parallelizable


• Black and white coloring



Convergence of iterative 
methods

• convergence is governed by the eigenvalues of the iteration matrix 


• A necessary and sufficient condition for convergence is that the 
eigenvalues of T are all smaller than 1 


• The smaller the maximal magnitude of the eigenvalues, the faster 
the convergence


• If some of the eigenvalues of T are very close to 1, then we may 
experience trouble. Unfortunately, this is often the case in many 
applications, particularly in the solution of discretized PDE.



Krylov subspace methods
• Find solution in Krylov sub space


• Conjugate Gradient


• Minimize the following quadratic function



Direct Conjugate Gradient 
Method



Conjugate Gradient Method



Conjugate Gradient Method

The Algorithm



Conjugate Gradient Method



Krylov subspace methods
• CG proceeds by defining special search directions and 

minimizing


• We can also minimize the norm of the residual


• MINRES or GMRES



Image Operator with 
Laplacian Equation



Image Operator with 
Possion Equation



Poisson Image Matting

I = αF + (1 − α)B



Poisson Image Matting

• Assume that F and B is very smooth

∇I = (F − B)∇α + α∇F + (1 − α)∇B

∇α ≈ 1
F − B

∇I



Poisson Image Matting
• We minimize the following variational problem with 

dirichlet boundary


• Use Euler-Lagrange Equation  



Poisson Image Matting
• Use Euler-Lagrange Equation 


• Poisson Equation 

Linear system !!!



Multigrid Method(多重⽹网格法) 

• Use Gauss–Seidel as Smoother




Multigrid Method(多重⽹网格法) 

• Use Gauss–Seidel as Smoother


• The Complexity of this algorithm is 


• It is widely used in image processing and solving PDE 

O(n)



Weighted Least Squares 
Filter

• Edge preserving Smoother by WLS



Weighted Least Squares 
Filter

• Edge preserving Smoother by WLS

=



Weighted Least Squares 
Filter

• Edge preserving Smoother by WLS


• Use Multigrid Method to solve in                  time

Linear system !!!(I + λLg)u = g

O(H × W )



which method should we 
use？

Dense or Small symmetric positive definite

Gaussian Elimination +

Cholesky 
decomposition + + +

Iterative Method -

Conjugate gradient - + +

the Bunch–Kaufman 
algorithm + + -

MINRES - + -

GMRES - -



Combination of these 
methods

• use Multigrid method to get a good initial solution


• then use conjugate gradient method to refine the solution


